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Introduction and Outline 
 

The research proposed is to develop methodologies and tools for designing and implementing very large-
scale real-time embedded computer systems that  

•  achieve ultra high computational performance through use of parallel hardware architectures; 
•  achieve and maintain functional integrity via distributed, hierarchical monitoring and control; 
•  are required to be highly available; and 
•  are dynamically reconfigurable, maintainable, and evolvable.  

The specific application that will drive this research and provide a test platform for it is the trigger and data ac-
quisition system for BTeV1, an accelerator-based High Energy Physics (HEP) experiment to study matter-antimatter 
asymmetries (also known as Charge-Parity violation) in the decays of particles containing the bottom quark. BTeV 
was recently approved by Fermilab2 and will be constructed over the next 5-6 years to run in conjunction with the 
Fermilab Tevatron Collider. The experiment is expected to run for at least 5 years. It requires a massively parallel, 
heterogeneous cluster of computing elements to reconstruct 15 million particle interactions (events) per second and 
uses the reconstructions to decide which events to retain for further data analysis.  Creating usable software for 
this type of real-time embedded system will require research into solutions of general problems in the fields of 
computer science and engineering.  We plan to approach these problems in a way that is general, and to pro-
duce methodologies and tools that can be applied to many scientific and commercial problems.   During this 
project, the research results will be carried into the high-school system through projects which enhance existing in-
frastructure for attracting students into science and engineering disciplines. 

 The classes of systems targeted by this research include those embedded in environments, like BTeV, that pro-
duce very large streams of data which must be processed in real-time using data dependent computation strategies.  
Such systems are inextricably tied to the environment in which they must operate, and must perform complex com-
putations within the timing constraints mandated by their environments.  These systems require ultra high per-
formance (on the order of 1012 operations per second).  The level of performance requires parallel hardware ar-
chitectures, which in the case of BTeV is composed of a mix of thousands of commodity processors, special pur-
pose processors such as Digital Signal Processors (DSPs), and specialized hardware such as Field Programmable 
Gate Arrays (FPGAs), all connected by very high-speed networks.  The systems must be dynamically reconfigur-
able, to allow a maximum amount of performance to be delivered from the available and potentially changing re-
sources.  The systems must be highly available, since the environments produce the data streams continuously over 
a long period of time, and interesting phenomena important to the analysis being done are rare and could occur in 
the data at any time.  To achieve the high availability, the systems must be fault tolerant, self-aware, and fault 
adaptive, since any malfunction of processing elements, the interconnection switches, or the front-end sensors  
(which provide the input stream) can result in unrecoverable loss of data.  Faults must be corrected in the shortest 
possible time, and corrected semi-autonomously (i.e. with as little human intervention as possible). Hence distrib-
uted and hierarchical monitoring and control are vital.   

We believe that there are very significant advantages to connecting this research to the BTeV experiment. Not 
only will the software and methods produced by this research have significant impact on one of the most important 
areas of investigation in HEP, but the generalizable computer engineering research will also be directly applicable to 
a large class of similar real-time embedded computer systems.  The BTeV trigger system hardware, which will be 
provided by Fermilab as part of the experiment, will supply an extremely important ingredient in this project: a large 
test-bed that represents millions of dollars of equipment and comes with a highly motivated set of users who will test 
the methodologies and tools developed in an extremely harsh environment over an extended period of time.  The 
test-bed will be built gradually as the proposed research progresses, from a 5% system in 2002 to a full system in 
2005-2006. It will therefore be possible for the software developers, aided and supported by the experimenters, to 
test and refine the software and strategies continuously and incrementally throughout the lifetime of this project.  
The close interdisciplinary contact between the experimenters and computer scientists will also help introduce im-
portant computer science research into the HEP community, which has not always been aware of work that has been 
done in this area and has not taken full advantage of it.  

The team that has been assembled to carry out this research consists of the leaders of the BTeV trigger and data 
acquisition system development efforts and Computer Scientists who are experts in the field of embedded systems, 
real-time systems, and fault tolerant computing3. The Computer Scientists come from universities that are strongly 
involved in BTeV, and from Fermilab. The team is committed to carrying out the proposed R&D and implementing 
a series of systems of increasing size and complexity, using the experience gained at each stage to refine and im-
prove the system until it is demonstrated to scale to the full BTeV system. 
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The outline of the proposal is as follows:  Section 1 gives a brief description of the BTeV data acquisition and 
trigger system and explains issues relating to scalability, flexibility, dynamic reconfigurability, partitionabilty, and 
fault-tolerance.  Section 2 describes the software required for systems of such complexity and our approach toward 
developing it. Section 3 reviews existing work in this area and discusses how the proposed research will adopt and 
extend it.  Section 4 discusses those features that will make the research applicable to a wide range of scientific and 
information technology problems, along with examples of additional applications. Section 5 describes the educa-
tional outreach activities of the project. Section 6 describes the collaboration, its organization, and its personnel and 
lists project deliverables and milestones. Section 7 contains concluding remarks.  

1. The BTeV Trigger System  
This section has two parts. The first part describes the BTeV triggering and data acquisition system, in order to 

explain the problem that must be solved and the basic architecture and scale of the system that is planned to address 
it. The �trigger� or �event filter� algorithms that run on the resulting hardware platform are briefly described. These 
algorithms, which will largely be written by physicists from the BTeV experiment, are not, however, the thrust of 
the research proposed here. The second part of this section addresses the requirements of the infrastructure required 
to keep the trigger system operating, to assure that it is working correctly, and to detect and adapt to fault conditions 
both within the computing platform and within the experiment and machine environment. This has been called out4 
as the major challenge in implementing the BTeV trigger: 

�Regarding the robustness and integrity of the hardware and software design of the trigger system, these is-
sues and concerns have only begun to be addressed at a conceptual level by BTeV proponents � Given the 
very complex nature of this system where thousands of events are simultaneously and asynchronously 
cooking, issues of data integrity, robustness, and monitoring are critically important and have the capacity 
to cripple a design if not dealt with at the outset.  It is simply a fact of life that processors and processes die 
and get corrupted, sometimes in subtle ways.  BTeV has allocated some resources for control and monitor-
ing, but our assessment is that the current allocation of resources will be insufficient to supply the neces-
sary level of "self-awareness" in the trigger system� Without an increased pool of design skills and ex-
perience to draw from and thermalize with, the project will remain at risk.  The exciting challenge of de-
signing and building a real life pixel-based trigger system certainly has the potential to attract additional 
strong groups.� 

The main thrust of the R&D proposed here is to address this key concern, which is a generic concern for 
highly-reliable embedded real-time systems of this scale and complexity 

1.1 The BTeV Trigger System Hardware and Filtering Algorithms 
BTeV is a High Energy Physics (HEP) project that will carry out an ambitious experiment to search for and 

study differences between the decay of particles containing b-quarks and the corresponding decays of anti-particles 
containing b-antiquarks. The study of this asymmetry will shed light on the preponderance of matter over antimatter 
in the observable universe and is one of the intense areas of research in elementary particle physics5. BTeV will util-
ize the Fermilab Tevatron Collider for this research. The Tevatron will produce 15 million high-energy particle col-
lisions (also referred to as interactions) per second at the center of the BTeV detector. Each one of these interactions 
typically creates between 10 to 100 subatomic particles that will travel through the detector, where they will be 
tracked and identified. The interactions that are likely to exhibit b-quark asymmetries are expected to occur once for 
every 1 million collisions in the BTeV detector. This means that for each year of operation BTeV must �filter� data 
from over one hundred trillion interactions to select a sample of 10 billion b-quark decays from which a few million 
will be used to reveal the mysteries of matter-antimatter asymmetries. 

BTeV will generate an enormous amount of data, about 1.5 terabytes per second. The factors that contribute to 
this exceptionally large data rate are the interaction rate (15 million collisions/s), the large number of particles that 
are produced in the collisions, and the large number of electronic sensor channels (30 million channels in the current 
design) in the detector. Because recording all of the data on an archival medium for later analysis is simply impossi-
ble, the challenge for the BTeV trigger system is to analyze data from the detector in real-time and to select interest-
ing b-quark interactions to write to permanent storage for subsequent offline analysis.  

Electronic trigger systems are common in HEP experiments6. However, BTeV is pursuing an ambitious trigger 
strategy that is unique in HEP. Most other experiments use a simple �first level� trigger, based on dedicated hard-
ware which makes relatively unsophisticated decisions based on the most obvious, but not necessarily the most fun-
damental, differences between the signal and the background events. Typically, these triggers accept only very spe-
cific event topologies that conform to the idea of what is important physics at that moment. This reduces the number 



    
  

 

of interactions that must be processed by subsequent trigger levels, but the simple first-level trigger limits physics 
analyses by rejecting potentially interesting data. For BTeV a conventional first-level trigger of this type would re-
strict the experiment to a limited selection of b-quark particle decays, and would thereby prevent us from pursuing 
the broad range of physics analyses, including some that are �off the beaten path�, that we feel are needed to study 
b-quark asymmetries. Consequently, the BTeV trigger must be considerably more complex than triggers used for 
other experiments. The design of the trigger is driven primarily by the physics goals of the experiment. 

The BTeV strategy is to trigger on the most fundamental property that differentiates particles containing the b-
quark from other types of particles. That property is the presence of an interaction vertex, where the B particle, the 
anti-B particle, and many other particles are produced, followed by vertices a few hundred microns away where the 
B particles decay. Detecting such small vertex separations requires the reconstruction of all vertices using a complex 
pattern recognition algorithm. The BTeV �vertex trigger� performs pattern recognition for every interaction in the 
detector (15 million /s)7. A WEB-based animation of the pattern recognition with explanatory text is available8. 

An overview of the architecture of the BTeV trigger and data acquisition system is shown in Figure 1, and some 
significant numbers that characterize the system are given in Table 1.  

Table 1: Sizing characteristics of the system scale 

# of Gbyte/s 
data links 

Buffer 
memory 

Data rate to 
L1 buffers 

Data rate to 
L2/L3 buffers 

Data rate to 
archive 

# of L1 
DSPs 

# of L2/L3 
Processors 

2500 1 Tbyte 1.5 Tbytes/s 25 Gbytes/s 200 Mbytes/s > 2500 2500 
 
The trigger system has three distinct levels, called Level 1(L1), Level 2(L2), and Level 3(L3) and will use mas-

sively parallel computation 
pipelines at each level. L1 
includes the vertex trigger, and 
additional triggers are being 
considered. Figure 1 shows the 
buffers that receive data from the 
BTeV detector, an expanded view 
of the first-level vertex trigger, a 
Global Level 1 trigger manager 
that will process the results from 
all first-level triggers, a switch 
that will route data to a large 
computing farm called the Level 
2/3(L2/3) cluster, and the buffers 
and processors that make up the 
L2/3 trigger. There is no dis-
tinction between L2 and L3 
hardware, since the same proc-
essors will be used to execute 
the L2 and L3 algorithms. A proce
rithm. If the data satisfy the L2 sel
L2 or L3 selection requirements wi
be written to archival storage at an 

Detailed Monte Carlo simulati
formed to estimate the capabilities
relevant results. As mentioned bef
will be 1.5 Terabytes per second. A
ered long enough to give the L1 tri
subset of the data (the data from th
in Figure 1). The L1 vertex trigger 
Gate Arrays (FPGAs) to find track
were created in an interaction). The
essors (DSPs) that reconstruct par
Benchmarks of the reconstruction 
Figure 1: Schematic of the BTeV Trigger and Data Acquisition System 
showing (left side) the detector, buffer memories, L1, L2, and L3 clusters 
and their interconnects and (right side) a blowup of the L1 Vertex trigger 
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ssor that receives data for an interaction will process the data using the L2 algo-
ection requirements, the data are processed using the L3 algorithm. Data that fail 
ll be dropped. Data for an interaction that satisfies the selection requirements will 
average rate of 200 Mbytes/s. 
ons, data-flow simulations, and benchmarks for trigger algorithms have been per-
 required of the BTeV trigger and data acquisition project. Here we describe the 
ore, the data rate out of the BTeV detector and into the data acquisition system 

ll of the data for each interaction that occurs in the BTeV detector will be buff-
gger time to decide if the data should be dropped or sent to an L2/3 processor. A 
e silicon pixel vertex detector) will be sent to the L1 vertex trigger (inset shown 
implements a pattern recognition algorithm using about 500 Field Programmable 
 segments in the pixel vertex detector (the first step in finding the particles that 
 track segments will be routed through a switch to a farm of Digital Signal Proc-
ticle trajectories, followed by a second farm of DSPs that reconstruct vertices. 
algorithms were performed for the Texas Instruments TMS320C67X DSP. The 
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results from these benchmarks and estimates of the input data rate indicate that the L1 vertex trigger will require 
about 2500 DSPs to achieve the necessary processing power. This estimate does not include additional processors 
for fault tolerance or for other L1 algorithms, nor does it include the large number of support processors required to 
configure, monitor, and control the DSPs. The design goal for L1 is to reject 99% of the interactions that occur in 
the detector. The interactions that survive L1 will be passed to the L2/3 trigger. L2 will perform a more refined 
analysis of the data and impose more stringent selection criteria than L1. L3 will improve the analysis for each inter-
action that survives L2 even further by considering data from each detector subsystem and by performing a detailed 
physics-based analysis to identify interesting interactions. We have estimated that the L2/3 trigger cluster will re-
quire on the order of 2500 general-purpose computers, such as Intel Pentiums running the LINUX operating system. 
The L2/3 system will provide another factor of 20 in rejecting uninteresting events for a total rejection of 2000. 

The requirements for the BTeV trigger are well understood, and the design is at an advanced conceptual stage. 
However, there is still enough flexibility in the design to adapt to new discoveries and different implementation 
strategies. For example, calculations that are currently done in DSPs may be migrated into FPGAs or we may use  
more DSPs and fewer PCs , or vice versa.  The supporting software infrastructure must be flexible enough to handle 
variations in the hardware design.  There will be variations due to the availability of new and different types of 
hardware, the addition of redundant hardware for reliability, elimination of superfluous hardware, or algorithm 
changes that require different hardware implementations. We must retain the ability to make design changes that 
permit the most cost effective use of the computing hardware. The results from the proposed research will pro-
vide critical feedback to the designers of the BTeV system to achieve the required robustness and agility. 

1.2  IT Aspects of the BTeV Trigger and Data Acquisition System 
While the hardware platform required to achieve the above-stated goals is extensive and complex and the trig-

ger algorithms are quite challenging, an even greater challenge is to keep the system functioning and producing 
quality results over a period of several years. The system must serve well during the detector commissioning and 
debugging stage, during routine operations, troubleshooting, and calibration. Even during normal operations, it must 
operate in several modes and switch between these modes dynamically. It must continue to operate in spite of the 
failure of some of its components. It must adapt itself to varying conditions in the Tevatron accelerator and in the 
BTeV detector. It must evolve as hardware is replaced or as more powerful components are introduced to extend its 
capabilities, and it must accommodate changes in software as more is learned about the physics and as the detector 
itself evolves. In addition to computational performance, the key requirements for the BTeV trigger system include: 
(1) Dynamic reconfiguration and partitioning; (2) High availability, including introspective, self diagnosing, fault 
tolerant, fault adaptive capabilities; and (3) Life-cycle maintainability and evolvability. 

1.2.1 Dynamic Reconfiguration and Partitioning 
The system must be able to handle two aspects of dynamic reconfiguration: the ability to dynamically adjust pa-

rameters of the experiment, and the ability to reconfigure and repartition hardware used to analyze and filter data 
from the experiment.  The latter will require some degree of dynamic reconfiguration of the computation network, 
so that the system can vary both the interconnectivity between different trigger levels and the number of processors 
assigned to different tasks. 

In order to execute a number of different tasks (some of them simultaneously) the system must be able to oper-
ate in different modes. Examples are: 1) standard trigger operation; 2) special modes to support commissioning, de-
bugging, and calibration of the detector; 3) verification of repairs, upgrades, and replacement of hardware and soft-
ware components; 4) in situ (re)calibrations as the experiment proceeds; 5) use of parts of the system to test new 
trigger algorithms; 6) verification of detector alignment and calibration at the start of each physics run, which can 
occur a few times per day; and 7) introduction of special diagnostic packages to investigate problems in the detector, 
the trigger hardware, or software. 

  There is another significant area where dynamic reconfiguration is highly desirable. Physicists will use offline 
computing resources, requiring extensive processing power and I/O capabilities, for data analysis. One possible plat-
form will be the L2/3 trigger system. The L2/3 trigger is not always fully saturated by real-time data acquisition, 
since the Tevatron intensity decreases during a run cycle9. Therefore, the L2/3 processors should be available to 
physicists when they are not needed for trigger tasks.  Research on cluster-based services for the Internet10 has ex-
plored the use of overflow pools or sets of computers that can be used temporarily to handle prolonged bursts in de-
mand for a service.  We will explore a system that relinquishes resources during periods of low demand.   
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1.2.2 High Availability 
The BTeV system must be available 24 hours/day, 7 days/week (24/7) to support all of the previously men-

tioned tasks. The highest possible data throughput and data quality must be maintained during normal trigger opera-
tions. Therefore, the system must be fault tolerant, introspective, self-diagnosing, and fault adaptive. 

There are many ways that a complex heterogeneous system can malfunction, including the failure of individual 
processing elements or network switching elements.  Moreover, a noisy accelerator environment or detector mal-
functions could produce faulty data that impair the ability of the system to maintain data throughput or data quality. 
BTeV must be fault tolerant, but at an acceptable expense. For example, airline systems use two or three levels of 
redundancy in critical computer systems.  This level of redundancy is costly, but the cost is warranted. In the case of 
the BTeV trigger, while it is unacceptable that the system loses large amounts of data, it is tolerable to lose a small 
fraction of the data for a short period of time. The key feature is that during fault conditions, the trigger system must 
continue to operate, possibly at decreased capacity (graceful degradation). 

The system must be able to detect fault conditions, both locally and globally, and operator intervention should 
be kept to a minimum. Due to the system�s complexity, it could take a very long time for an operator to recognize 
the existence of a problem, diagnose it, and remedy or mitigate it. All the while, valuable data from the experiment 
would be lost, or be of poor quality.  The system must take the initiative to mitigate and adapt to faults. 

One basic operation when adapting to faults is to remove the failed component from its partition, and restart its 
computation on a similar component.  An example of this is a classic offline and batch processing system that relies 
on check-pointing.  We will evaluate at which levels check-pointing is appropriate for high performance embedded 
systems, where loss of data, rather than compute time, may occur.  

The proposed BTeV system has the capability to change many key operating parameters to repair or mitigate 
problems detected by its analysis programs, not only within the trigger and data acquisition system but also in the 
detector complex. For example, it can reduce the high voltage supplied to a noisy detector, or raise the threshold for 
deciding that it has valid information. Furthermore, there are typically several physics triggers and several calibra-
tion and monitoring triggers, which are "pre-scaled" to obtain an output data stream. The system can adjust these 
pre-scaled triggers or turn off lower priority triggers to preserve resources - computational, memory, or network 
bandwidth - for the highest priority data. 

1.2.3 Life-cycle Maintainability and Evolvability 
BTeV will be constructed over the next 5 years and will then run for at least 5 years after that. It will be essen-

tial to develop a trigger and data acquisition system that can be easily operated and maintained. It must be a system 
that can evolve as old hardware fails or becomes unsupported and as new hardware and software technologies that 
offer improved performance become available. In addition, the experiment itself will undoubtedly be modified to re-
spond to new ideas and challenges as we learn more physics. The system must be able to adapt to support these 
changes. One has only to look back over the experience in HEP in the last decade to understand how difficult it will 
be to achieve this goal, and how necessary it is to address it from the earliest design.  

2. Project Description, Goals, and Objectives 
The BTeV trigger system is an example of a massively parallel, high performance, high reliability, computa-

tional system.  The design and implementation of such systems cannot be achieved by the ad hoc approach of devel-
oping simple small-scale components and scaling them up into large-scale systems11.  Issues such as fault tolerance 
and performance must be explicitly addressed at multiple levels in the system design12.  We propose advances in 
system design methodology, tools and runtime infrastructure to facilitate these and more issues involved in develop-
ing such systems. We further propose to develop the software to accomplish the design and implementation of the 
system and to study its performance, utility, and scalability on the actual BTeV hardware as it grows over the con-
struction phase of the experiment. The result of this research will be software, design methodologies, and the 
documented experience of the project.  

Several capabilities are required: (1) System Modeling and Analysis � Full-system performance estimations 
are needed during development, given the coupling that exists between different aspects of a system design (e.g. 
low-level architectural decisions can have a large impact on system-level performance and fault behavior).  Design-
ers need mechanisms for representing and evaluating the impact of these decisions.  The design tool will serve as a 
framework for modeling and analyzing system designs via behavioral simulation, performance simulation, design 
verification, etc. The design tool will continue to be useful during operations to understand how to handle unantici-
pated situations, which often arise in HEP research; (2) System Configuration Management � Configuration of a 
large-scale networked processing system is a complex problem, more so when the system is susceptible to faults13.  
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A robust configuration management infrastructure is required, with the ability to specify reconfiguration strategies at 
different levels.  The fault mitigation infrastructure is intricately coupled to the configuration management infra-
structure � means to capture the specifics of the coupling are necessary; (3) Runtime Environment and Hierarchi-
cal Fault Detection/Management � The deployment, execution and reconfiguration of the components must be 
carefully managed, especially when the cost of downtime is high, as is the case for BTeV.  Runtime environment 
control is essential.  A system-wide infrastructure is required for rapidly detecting, isolating, filtering, and reporting 
faults.  In very large-scale heterogeneous systems a single centralized fault management solution is clearly not feasi-
ble14.  Hierarchical distributed fault mitigation is necessary, with the ability to specify fault mitigation policies at dif-
ferent levels of abstraction (system, network, node, etc.) 

The architecture of the framework is shown in figure 2 and is discussed below.  There are two principle compo-
nents of the proposed framework: In Section 2.1, we will introduce the Design and Analysis Environment, and in 
Section 2.2 we will describe the Runtime Environment.  The proposed framework leverages work both in design 
automation tools, and in real-time, parallel, and fault tolerant runtime systems to support system design, analysis, 
and implementation.    

2.1 Design and Analysis Environment 
A high-level design tool is required to support the overall design, deployment, and evolution of BTeV-type sys-

tems. The Model Integrated Computing (MIC)15,16 approach, developed at the Institute of Software Integrated Sys-
tems (ISIS), Vanderbilt University, assists the creation of domain-specific modeling, analysis, and program synthe-
sis environments for building complex, large-scale computer-based systems. Integrated models created in this envi-
ronment represent all relevant factors of a physical system.  Models can be subjected to many types of rigorous 
analysis, for verifying the behavior and performance of the system prior to implementation. Central to this approach 
is the concept of a �configuration�, which is a particular organization of computing resources, such as processors, 
network components, memory buffers, and storage elements, and a particular allocation of software components and 
datasets on them, including task schedules and message routes.  Systems can be synthesized (or generated) from the 
models when the designer is satisfied with the analysis results. The Design and Analysis Environment will consist 
of: a) graphical modeling language/environment for system specification; b) synthesis tools for interfacing the mod-
els with commercially available and custom analysis tools; and c) synthesis tools for generating configurations from 
specifications, for configuring fault managers, and for configuring operation managers. The Design and Analysis 
Environment is the part of the system shown above the dotted line in Fig. 2. 

The synthesized configurations are deployed and executed in the Runtime Environment.  The primary interac-
tion between the Design and Runtime environments is through the synthesis process. However, feedback from the 
Runtime to the Design environment is possible in advanced fault scenarios that require re-synthesis and re-
deployment.  While MIC provides the basic infrastructure, research is required to define: (1) modeling language 
and composition methodologies suitable to BTeV�s application; (2) mapping techniques for models to/from 
analysis tools; (3) large-scale synthesis techniques. 

2.1.1 Modeling 
We will develop a multiple-view, domain-specific graphical modeling paradigm to allow physicists to specify 

BTeV systems. We will compose this paradigm from best-of-class modeling formalisms, and models of computa-
tion17, the composition yielding a unique integrated formalism.  Following are the main modeling views and their 
associated formalisms: 

Information/Algorithm Data Flow Modeling 
The Algorithm Modeling view describes the experiment�s processing algorithm structure. The algorithm is 

modeled as a Dataflow Graph with the nodes representing experiment computations and arcs for communica-
tions/data routing. Hierarchical Composition manages complexity, and allows system partitions to be designed in-
dependently, and assembled on an experiment-specific basis. Design Alternatives express implementation options, 
which have been previously used in research for system optimization and will be extended to support fault mitiga-
tion strategies. Timing information will be captured (see constraints).  Timed Data-flow representations exist for 
real-time systems18, however no provision for fault behavior was included. The dataflow graph will be extended 
with Data Routing/Distribution Modeling to manage complex, data-dependent routing (necessary for extreme 
bandwidth systems), addressing the real-time distribution of information within the system. Explicit Control Flow 
modeling will permit specification of control actions for experiment data processing. The Software Failure Propa-
gation view will define expected exceptions, their severity/priority, and their propagation (e.g., Div By Zero, Real-
Time Deadline Miss, Pointer-out-of-range/bus error, User-defined/data dependent exception.)   Failure propagation 



    
  

graphs will be superimposed upon the computational structure to capture the impact of software component failure 
on other software or hardware components.  Failure propagation graphs have been applied to physical system diag-
nostics19,20. Their application to software failures is a new research approach.  
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Figure 2: Bi-Level System Design and Runtime Framework � System Models use domain-specific, multi-view
representation formalisms to define system behavior, function, performance, fault interactions, and target
hardware.  Analysis tools evaluate predicted performance to guide designers prior to system implementation.
Synthesis tools generate system configurations directly from the models. A fault-detecting, failure-mitigating
runtime environment executes these configurations in a real-time, high performance, distributed, heterogene-
ous target platform, with built-in, model-configured fault mitigation. Local, regional, and global perspectives
are indicated. On-line cooperation between runtime and modeling/synthesis environment permits global sys-
tem reconfiguration in extreme-failure conditions. 
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Target Hardware/Resource Modeling 
Resource Modeling allows us to define the hardware platform. It is modeled in terms of: Node Architecture, 

capturing the attributes of a computational (DSP, CPU, Memory) or routing (FPGA) node; Topology, the connec-
tivity, bandwidth, timing, and messaging protocols; and Routing Infrastructure, the capabilities of data 
merge/distribute components.  For data-intensive systems, active routing is required, where data distribu-
tion/management is algorithm-specific (i.e. FPGA processing elements in the data path). Capturing this information 
explicitly in models will facilitate performance optimization. Hardware Failure Propagation models capture the 
anticipated failure modes of the processors and switches, along with their severity and propagation characteristics. 
These modeling views combine to form the �Target Hardware Configuration� of the original, non-faulted computer 
system. The resource models will be dynamically updated by the Runtime Environment in advanced fault scenarios. 
Node architecture and topology is based on prior work; failure propagation is new in this context. 

System Detection and Fault Mitigation Modeling 
Fault mitigation models capture potential fault scenarios and user-defined fault response strategies as Hierar-

chical Finite State Machines (HFSM)21 to help resolve and mitigate faults. The HFSM states represent responses 
of the BTeV system executing management actions, such as: reschedule a process on another processor; reroute data 
around a faulty communication device; disable a sensor input; re-synthesize from an existing system, performing 
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minor perturbations; or globally re-synthesize an optimized system (i.e. when the fault is not recoverable with a 
simple action). 

Rescheduling, rerouting, and disabling actions can rapidly (milliseconds) handle minor component failures, 
with an anticipated degradation of the system capabilities.  Perturbation re-synthesis will locally re-optimize for 
failures and attempt to achieve minimal system degradation, executing in tens of seconds.  Global re-synthesis will 
make best use of all available hardware, aggressively rescheduling/reallocating to maximize functionality in the 
event of significant component failure, with longer recovery times (minutes-hours). 

System Constraint Modeling 
Many requirements for the system design crosscut modeling aspects.  These requirements are expressed as 

Constraints. Constraints play two important roles: a) they express relations, complex interactions, interdependen-
cies between objects and properties in different aspects, and b) they express non-functional requirements. An ex-
tended variant of the Object Constraint Language (OCL)22, has been developed23 to express the following forms of 
constraints: (a) performance constraints, (b) resource constraints, and (c) compositional constraints. The application 
of a constraint language to system partitioning and allowable fault-mitigated system configurations is new re-
search. 

2.1.2 Analysis 
Prior to system synthesis it is important to subject the designed system to a variety of rigorous analyses to help 

uncover subtle design flaws.  When diagnosed at a late stage these flaws lead to costly redesign.  In previous MIC 
research, the design framework was interfaced with a variety of analysis tools for diagnosability (DTOOL for the In-
ternational Space Station)24, performance simulation (PML discrete event simulation for Adaptive Computing Sys-
tems Model Integrated Design Environment)25 and state space analysis for safety and reliability (SSAT for Sandia 
National Labs, analysis of High Consequence/High Assurance Systems)26.  We will extend these efforts to address 
the properties and requirements of the BTeV system. In particular we will apply these analysis techniques to timing, 
performance, bandwidth requirements, and fault tolerance.  The results of the analysis will be fed back into the sys-
tem models27.  

2.1.3 Synthesis 
Synthesis involves several phases: 1) Resolution of design alternatives, partitioning and processor allocation; 2) 

Generation of system configuration source code (communication maps, processor schedules, glue code, programma-
ble hardware designs (VHDL/Verilog), etc.); 3) Compilation/linking to executable modules/hardware bit files. Load-
ing/deployment is done by the Runtime Environment. 

Design Alternative Resolution, Partitioning, and Processor Allocation 
The system models capture a multi-dimensional design space. From this space, a few configurations must be se-

lected which satisfy the design objectives while not violating any constraints. Design Space Exploration has been 
used in the past to select configurations for performance optimization23.  In BTeV, the configuration space can be 
explored for fault mitigation (i.e. selection of configurations that do not rely on faulted components.) The size of the 
design space, and complexity of constraints makes this a challenging research issue. 

We will study, adapt, and extend at least three approaches for  design alternative resolution, partitioning, and 
processor allocation. (1) Ordered Binary Decision Diagrams (OBDDs)28,29 for constraint satisfaction; (2) Multi-
agent-based processor allocation/partitioning30; and  (3) Economically rational decision-theoretic model for proces-
sor allocation and scheduling31.    

System Configuration Generation 
The next phase of system synthesis generates configuration artifacts to be used in creating system executables. 

These include compilable design specifications for configurable hardware components (FPGAs); schedules, com-
munication maps, message routing tables for commodity/DSP processors; specifications for operation and fault 
managers. These artifacts are compiled to generate system executables. Specifically: 
Hardware: For some configurable hardware components within the system, specifically programmable routing ele-
ments (FPGAs), design specifications will be generated.  The design will be composed of existing components 
(from a standard interface runtime library or hand-developed/commercial IP) using structural VHDL/Verilog and a 
set of glue �intrinsics�.  Off-the-shelf tools generate �bitfiles�, specifying the electrical structure of all configurable 
chips.  We will leverage the ACS program results in hardware synthesis32. 
Software: For software-programmable (L1 DSP and L2/L3 general-purpose CPU) components, software specifica-
tions are generated, providing information for the Runtime Environment to implement the necessary computational 
behavior.  Specifications include: real-time schedules and communication maps for information flow. Interfaces be-
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tween software modules and hardware modules/data sources/sinks are automatically inserted, managing the hard-
ware interfaces for complex communication protocols into simpler hardware compatible protocols, multiplexing 
physical ports and performing data conversion functions. We will leverage the ACS program results in software syn-
thesis33.  
Operation & Fault Manager: The fault detection and mitigation behavior models are used to automatically synthe-
size/configure a hierarchy of operation and fault managers.  Hierarchical fault managers are configured with the 
specified behavioral descriptions.  State tables and next state equations and the interfaces to internal and external 
events are generated, for the runtime executables.  The fault managers interface with operation managers at each 
level in the hierarchy, performing local, regional, or global reconfiguration. 
Partial/Online Re-synthesis: In addition to a full-scale optimized system synthesis, the framework will also support 
small-scale, rapid perturbations.  Small hardware failures trigger limited-scope system re-synthesis.  A cost function 
associated with system modifications will be assessed to balance the benefit of a modification to data quality vs. the 
cost to reprogram system components. On-line partial re-synthesis is a research issue. 

2.2 Runtime Environment 
2.2.1 Operating System(s) 

The runtime environment must support real-time scheduling, message passing, synchronization, and some pre-
liminary fault-tolerance mechanisms for the DSP elements of the Level 1 trigger. The L2/3 computers must have 
support for �soft� real-time response, since although they are part of the data path, there will be less strict timing 
constraints at these levels, and more flexibility in the scheduling of tasks. To best use existing work, we propose to 
extend available OSs to meet the needs of the BTeV system. The extensions will be done above the OS whenever 
possible, but kernel modifications will be employed when dictated by the latency requirements of the system.  

There are several real-time operating systems (RTOSs) that we can consider for DSPs: Texas Instruments� 
DSP/BIOS34; ENEA OSE real-time kernel35; and some non-commercial university kernels36.  We will investigate 
which of these can be used in BTeV at different levels.  A primary requirement is that the chosen RTOS be able to 
accommodate the application and constraints of BTeV.  We intend to use our expertise to extend the chosen RTOS 
with fault tolerance, reconfiguration, and partitioning capabilities.  As shown in Figure 2, the DSPs at the Level 1 
trigger will use DSP-friendly embedded hard RTOSs.  The trigger Levels 2/3 do not have hard real-time require-
ments and Linux (or Linux/RT) is envisioned as the primary operational platform. 

2.2.2 Runtime Hierarchy 
As an extension to the operating system, and following the hierarchical structure of the rest of the system, we 

introduce a hierarchical computation and communication infrastructure responsible for (1) runtime resource moni-
toring, (2) dynamic load-balancing of the entire system, and (3) distributed hierarchical error detection, identifica-
tion (diagnosis) of failed components, and recovery (including reconfiguration) from errors that affect the hardware, 
the operating system, or applications. 

The environment considered in this work is highly dynamic and operates under continued stress in terms of 
faults and varying workload (data traffic and computation intensity). The challenge is to provide system solutions 
(algorithms and architectures) that can guarantee delivering a required level of service in spite of errors and the un-
predictable dynamics of the system.  Detection and recovery will take time and an appropriate level of response 
must be provided, corresponding to the reliability and temporal requirements of each application at each level. 

Moreover, the infrastructure will monitor the performance of computation processes throughout the system (mi-
grating them when necessary), provide (at least) soft-real time guarantees, and handle its own errors (i.e., the infra-
structure must be self-checking). Finally, the proposed infrastructure should dynamically adapt to the changing op-
erational conditions (e.g., fault/error rate and variability in workload) and should enable seamless transition between 
full operational capabilities and operation in a degraded mode.  It is essential to keep the application alive until the 
full computation capacity of the system is restored.  Due to the hardware and operations cost of BTeV, graceful deg-
radation is a very cost-effective solution for high availability.  This infrastructure will interact with the global opera-
tions manager and the global fault manager as depicted in Figure 2. 

2.2.2.1 Very Lightweight Agents (VLAs)  
At the lowest level of the runtime hierarchy, we will apply the concept of very lightweight agents (VLAs). Ap-

plied to DSPs, these are simple software entities, which can be implemented in a few dozen lines of assembly lan-
guage, that take advantage of the exception-signaling and interrupt-handling mechanisms present in most DSP ker-
nels to expose errors in the kernel behavior.  When the VLA detects (e.g., by monitoring DSP exception signals) an 
error condition, it reports to an ARMOR (described next), which takes appropriate actions such as disabling the exe-
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cution thread or discarding the current data item.  A similar mechanism will be explored for the monitoring and re-
porting of deadlines, traffic, processor loads, etc.  Moreover, the interrupt mechanism will also be used to trigger re-
configuration of the software or hardware at this lowest level of the hierarchy. Note that since the software VLAs 
are small and interrupt-driven, the latency introduced by VLAs will be negligible.  

Hardware VLAs can also be developed for FPGAs, consuming only small number of gates, and taking advan-
tage of otherwise present communication resources. VLAs (software and hardware) in this context is new research 
area. 

2.2.2.2 Adaptive, Reconfigurable, and Mobile Objects for Reliability (ARMORs) 
The fault tolerance and performance-oriented services offered to the system will be encapsulated in intelligent 

active entities (agents) called ARMORs (Adaptive, Reconfigurable, and Mobile Objects for Reliability). ARMORs 
are, by design, highly flexible processes, which can be customized to meet the runtime needs of the system37.  Vari-
ants of ARMORs will run on DSPs, L2/L3 processors, and other supporting processors throughout the system.  

ARMORs communicate through message passing and all functions of an ARMOR process and its runtime be-
havior are encapsulated in elements (see Figure 3(a)). Elements constitute basic building blocks, which usually en-
capsulate elementary detection and recovery services available to the application. New functionality can be intro-
duced into the system without disturbing existing functionality, as long as, from a resource or timing perspective, it 
does not affect the current system.  In other words, the resource manager must implement some type of resource pro-
tection. Services provided by the elements are in-
voked by the ARMOR interface, which serves as a 
communication gateway with the outside world. The 
ARMOR interface has two primary responsibilities: 
(1) controlling the addition, removal, and replace-
ment of constituent elements within the ARMOR, 
and (2) providing communication among ARMORs. 

An application can take advantage of 
ARMOR provided services (such as error detec-
tion and recovery) through the concept of an em-
bedded ARMOR in which the core element structure
Figure 3). The application code is lightly instrumente
vided by the underlying elements.  In this configura
ARMOR to other ARMORs in the system and as a n
mits BTeV physics applications to use the same ap
within the computing platform itself. 
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Figure 3: (a) ARMOR architecture,(b) Embedded ARMOR
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In designing hierarchical error detection and recovery it is essential to ensure adaptability of individual layers. 
The detection and recovery invocation conditions at the individual layers should be customizable to application 
needs, the types of faults being experienced in the system, and the reliability characteristics desired for the system. 
When designing recovery strategies, it is important that one and only one ARMOR be responsible for the ultimate 
recovery of a failed entity in order to avoid contention during error recovery.  Independent of which layer of the hi-
erarchy handles an error, the information about the occurrence of the error is propagated upwards through the hier-
archy so the global fault manager has a consistent view of the system behavior.  

Figure 4 illustrates error detec-
tion mechanisms encapsulated in 
three logical layers. Because each 
layer can incorporate a suite of de-
tection techniques, a layer is charac-
terized by the specific techniques 
and also by the location in which the 
techniques execute.  In this research 
we will define a hybrid (location and 
application-defined) set of tech-
niques that can be used within the 
resource and timing constraints. 
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) within a node by the monitoring process on the node on which the applica-
nitiated by a global fault manager. In the context of these three layers of re-
d only one recovery path is active at any time for a detected error. 
ources in carrying out error recovery has to be accounted for by the opera-
etection and local recovery must percolate up toward the higher layers of 
nostics and recovery can be attempted.  These �more intelligent� and more 
unted for at design time, or execute during slack in the system.  Either way, 
r recovery procedure information will use shared resources and therefore 
 high-layer detection and recovery may take the resource usage into account 
ing with the faults and with reconfiguration for graceful degradation. 

ucture must be considered as an integral part of this work. An efficient and 
ing reliability, availability, and performance, requires a comprehensive and 
ess this challenge we need to understand, in collaboration with BTeV physi-
 unexpected conditions that can affect the system, and to explore the interac-
nd performance and their combined impact on the service delivered by the 
 produce realistic system stress that will activate and exercise mechanisms 
s and will provide insight into the system bottlenecks.  
we will provide: (1) an approach to generating stresses (e.g., faults) that are 
environments, (2) a common mechanism to inject the generated stress, and 
es that are scalable to new hardware and software technologies, and system 
ies, we will use software-based techniques for fault/error injection for creat-
al operational conditions. To this end we will leverage our experience in de-
or conducting automated fault injection experiments. Considering the com-
d in this proposal we need to significantly enhance fault injection capabilities 
odels. 

ating and Validating New Fault Models  
ted issue is the collection of fault/error data for a posteriori analysis.  We 
ues to do data logging and aggregation of failure data, with the help of the 
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VLAs and the ARMORs. This will provide important feedback to designers of both software and hardware, and 
guide future iterations of BTeV.  By collecting such data we will be able to derive the failure rates for each type of 
element used in BTeV, and to correlate the faults/errors among different components.  We intend to use this data to 
produce realistic fault models for use by the fault tolerance community at large.  Furthermore, we will investigate 
the creation of fault tolerance benchmarks that could be distributed via the World Wide Web. The new fault models 
will also enhance capabilities of tools such as the NFTAPE39 fault injection environment developed by the UIUC 
partners, and the FT-RT-Mach40 operating system developed by the University of Pittsburgh partners.   

2.3 Other Aspects of the Project 
The system described here is only the core of the fault-tolerant, fault-adaptive framework that supports the 

BTeV trigger system. There will be many supporting hardware subsystems that will control DSPs and manage 
hardware settings throughout the computing and detector systems. The configuration management and fault toler-
ance of the trigger farms and supervisory system must interface to the experiment specific code on several fronts: 

Run management41: Some successive runs, such as normal data taking, may have identical configurations that 
simply require triggers to be re-enabled, while others, such as special calibration runs, may require large reconfigu-
ration of control constants and a different suite of application programs.  

Persistent storage (resource management, run history): The run configuration history (which hardware par-
ticipated, versions of trigger algorithms used, etc.) must be stored into the run history database. The current hard-
ware configuration must be accessible to experiment specific software.  

User interface/diagnostics: Runs are started, stopped, and monitored by human operators. The experiment 
needs access to the configuration, status, and error information to interface to the control room GUIs. Diagnostics 
and status information at each level of the system must be provided to trace and diagnose the problems.  

Application code: The application code will have status and error information, which should use the same un-
derlying infrastructure that is built into the fault-tolerant system.  The ARMOR application interface provides this 
capability. These issues all have to be addressed in the wider context of BTeV�s online and runtime system but are 
too detailed to discuss here. 

3. Relation to Existing Research 
The main thrust of the research proposed here is to develop runtime software and design methodologies (as well 

as the document our experiences with BTeV) for large scale and complex real-time, embedded, fault-tolerant sys-
tems.  The target of previous research for embedded systems are far from the magnitude of BTeV and do not present 
the software challenges or operational real-time reliability issues of this degree.  Several efforts15,33 have laid the 
foundation for the development of this framework, but have not addressed the mapping techniques for such hetero-
geneous and large-scale systems (100s of FPGAs, 1000s of DSPs, 1000s of L2/L3 computers, different types of 
network hardware, global managers, etc), the hierarchy of fault management, or the information percolation tech-
niques suggested here. 

Other works have addressed load balancing for performance purposes42 but mostly for distributed systems with 
loosely coupled elements and much higher latency requirements than the 132 ns timeframe we are faced with in 
BTeV.  The mapping of tasks to processors has been treated in several works previously, based on constraint lan-
guages23,43,44,45, constraint satisfaction31, and distributed constraint satisfaction approaches that are market based46,47, 
evolutionary algorithm-based48,49 and decision tree-based29. Some works have attempted multi-agent scheduling30, 
but the agents that satisfy the required aggregated behavior are not scalable.  

From the software perspective, we will expand on the state-of-the-art in software synthesis50 and apply the new 
findings to large-scale systems, which will encompass the code generation for the items discussed above (partition-
ing, mapping, fault tolerance, etc).  These synthesis tools have been applied to physical systems32, but not to soft-
ware failures and failure propagation so far. 

From the runtime perspective, many DSP-friendly kernels come with scalable extensions that support real-time 
scheduling and synchronization, host-to-target communication, or real-time instrumentation.  At the higher levels 
(L2/3), real-time kernels are common in the industry (QNX51, VxWorks52, Linux/RT) but fault-tolerance has only 
been addressed in this context for transient conditions.  We will choose the kernels and runtime environments that 
best fit the different types of subsystems being addressed, and create the necessary software tools to compose them 
into a unique framework.   

Many of the existing solutions for providing fault tolerance in a network of unreliable components are based on 
exploiting groups of replicated processes, e.g., ISIS53, Horus54, and Totem55 where the fault tolerance is something 
of a side effect of the replication approach. Examples of systems which explicitly address the issue of fault tolerance 
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include Delta-456, Piranha57, and AQUA58. Most existing systems require a complex software layer and/or additional 
hardware to provide group communication and good coverage for fail-silent behavior of processes and nodes. Sev-
eral of them detect failures solely through the use of timeouts. 

 The hierarchical scheme proposed here creates a foundation for providing efficient mechanisms to monitor per-
formance, to detect and recover errors, and to install configurations for new experiments and for fault mitigation. 
The introduction of VLAs and ARMORs and their system-wide use offers configurable degrees of fault tolerance 
for both applications and the infrastructure itself, and is a significant step in merging the research in the areas of dis-
tributed systems and distributed agents. The hierarchy of VLAs and ARMORs not only enhances error detection and 
recovery of the overall system when compared to schemes used by existing solutions (mentioned above) but also en-
ables collection of the error/failure data. This allows the construction of new fault models, which are currently non-
existent.  We will leverage our positive experience in employing the ARMOR technology in the JPL REE pro-
ject37,59,60. The scheme proposed here is of much larger scale. The challenge will be to find and assess meth-
ods/techniques that can handle errors under stringent temporal and spatial constraints. 
 
4. Applicability to Others Areas of Computing 

The BTeV trigger system is a large scale, real-time, embedded computer system.  In order to achieve the high 
throughput, the large rejection of unwanted events, and the high efficiency for a small subset of rare and crucially 
important events, many of the usual High Energy Physics (HEP) specific features normally associated with such sys-
tems had to be eliminated from the design. For example, all sensor data is stored in a large (>1 Tbyte) buffer mem-
ory. Once in the memory, the data are seen by the system as an abstract data source whose detailed nature is signifi-
cant only to the processing algorithms.  To achieve high throughput, there is no fixed latency anywhere in the sys-
tem and there is no requirement for events to emerge from the system in the same time sequence as they occur. 
These features give the system a generality that extends well beyond HEP.  Previous information technology work 
has explored fault tolerance but the scale of this system poses new problems and requires the evaluation of new 
technologies and new design approaches.  These issues are applicable to a wide range of scientific and engineering 
computing applications. Here we briefly discuss three classes of applications that will be able to take advantage of 
the work done in this project.  

The first is a class of smaller scale but nevertheless ambitious projects in astrophysics. A typical example is the 
Pierre Auger project61. 

The second class is in the area of medicine: PET (positron emission tomography) scanning is a technique of in-
troducing radio-nuclides into the body and following their progress by detecting the photons they emit. The radiation 
doses involved in this process are significant. PET field-of-view and data acquisition systems are very inefficient by 
HEP standards and could be improved. The data rates and real-time control problems would benefit from the appli-
cations of the methods developed in this project.  The goal is to improve the efficiency of the system and extend the 
devices to larger field of view (more data) so that this procedure can become a basic diagnostic tool rather than a 
tool employed only to investigate specific problems uncovered by other methods. 

 Systems to image neural activity are now being undertaken on an unprecedented scale.  The hardware to do the 
imaging is well advanced but the data acquisition systems needed to keep up with the ever increasing data-flow are 
simply not available. Moreover, the need to employ rare and short-lived tissue places strong demand on the systems 
for rapid feedback for real-time control of the experiments as well as fault-tolerance. Researchers in this field should 
be able to adapt the software and experience of this project to their needs62.   

Other applications that could benefit from high computational performance and fault tolerance are: monitoring 
turbine engines and rocket motors, global weather monitoring and disaster early warning systems, satellite based 
surveillance, autonomous vehicle navigation, computer vision, highly available Internet based services, and air traf-
fic control systems. To explore the relevance of this work to other application domains, we will hold a series of 4 
workshops of 2-3 days duration.  For the first workshop, about 6 months into the project, we will invite a dozen ex-
perts from selected applications areas that might be able to use this work.  This should result in interest in the project 
from one or more participants.  We will follow this up in the second and third years with workshops to update and 
receive feedback from users. At the project�s end, we will hold a workshop to explain and summarize what we did to 
a broad set of prospective users. Funding (travel, lodging) of invited participants is in the budget. Collaborating in-
stitutions will host the workshops and provide the remainder of the support. 
 
5. Educational Component 

As part of this proposal, an active involvement of high school teachers will be implemented, modeled on the ex-
isting summer teacher research programs at Fermilab and the participating universities.  Starting with the theme 
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�Why don�t things always work as well as we�d like�, the teachers will design web-based displays that will allow 
students to learn such basic concepts as exception handling and fault tolerance and how they can improve the quality 
of products and services. The simplest exercises might, for example, involve designing a �scheduler� for one of a set 
of common activities, such as athletic activities, drama performances, etc. Students will be encouraged to discuss 
what can go wrong and methods for dealing with them. Common fault mitigation techniques such as having an 
understudy in a theatrical production will be identified.  Students with computer programming skills will be 
provided guidance to write scheduling programs that can be confronted with various real world problems to see if 
they are prepared to handle them. We will teach the students error detection and recovery techniques and discuss 
how difficult it is to predict and address all the situations that can arise. The most advanced students can use actual 
BTeV simulations to �debug� system faults, just as experimenters will do online. The goal is to teach students at all 
levels of technical sophistication that making a system that works involves thinking carefully about how it can fail 
and how the failures can either be avoided or dealt with. The materials will be pilot projects, based on educational 
standards, which allow apprentice experience with real data and have the widest possible distribution. A special fea-
ture of this proposal is to make internet technology relevant experiences and learning available to the 
predominantly physical sciences-based QuarkNet63 program, which already involves 275 teachers nationally 
(adding another 144 next year) in developing web-based instructional materials.  We will also exploit connections of 
our university groups to programs in their area64. 

At the university level, training of undergraduates and graduate students will play an important role in supply-
ing industry with people well prepared to advance the technology in designing and implementing highly available, 
high-performance computing systems. We will leverage experience from this work to create model courses and en-
hance existing classes on design of high availability network systems.  This will create an opportunity to disseminate 
knowledge about and raise public awareness and understanding of reliability issues.  We will seek an involvement 
from undergraduate students interested not only in computer science but also in applying information technology in 
experimental work. In particular we envision undergraduate projects, which would focus on: (1) investigating tech-
niques for error detection, isolation, and recovery in high performance, network systems, (2) analysis of tradeoffs 
between the level of availability/reliability and performance overhead due to error handling mechanisms, (3) explor-
ing methods for characterizing failure behavior of complex networked systems, (4) studying relations between a sys-
tem configuration and an experiment setup the system is supposed to support. In addition to special programs, exist-
ing courses will be adapted to expose students to these topics65. 
 
6. Project Organization, Milestones, and Deliverables 

The project will consist of a team of computer scientists and software engineers, largely university based, along 
with application domain specialists (BTeV-associated physicists and software engineers). The Principal Investigator 
(Paul Sheldon of Vanderbilt) for this proposal will be responsible for the overall project. He will have a steering 
committee consisting of the chief software engineer for the project, a scientific representative of BTeV, the leader of 
the BTeV trigger and data acquisition project, and the project education liaison. The chief software engineer will 
chair a technical committee. The project will be carried out as a coordinated but semi-independent set of research 
topics tractable for small teams at universities. Tasks will be assigned based on recognized milestones and deliver-
ables and resources will be allocated to the participating institutions based on memoranda of understanding. There 
will be regular (at least quarterly) collaboration meetings and regular status reports. The PI will set up an external 
review committee to ensure the work is going well and has general application outside BTeV. 

We will take advantage of the Fermilab's investment in R&D for the experiment to carry out large-scale testing 
on prototype hardware. We also will be able to employ the software on the full system that will eventually be funded 
through the experiment. Hardware purchases for the project will be limited to, at most, the provision of relatively 
modest test systems located at the participating university groups. 

The preliminary and non-exclusive breakdown of responsibilities among collaborating institutions is: Modeling 
and Design framework: Vanderbilt with input from Syracuse and Pittsburgh in the partitioning, load balancing and 
task allocation parts; Runtime Fault Tolerant System: Illinois, Pittsburgh, and Syracuse, combining the VLAs and 
ARMORs to create the system hierarchy; Interface to BTeV and run control and monitoring: Fermilab; Trigger algo-
rithms, physics applications, and input on operating conditions: BTeV physicists and software engineers. 

The main deliverables of the project are: (1) the design and modeling software and the runtime system software; 
(2) the results of all intermediate investigations and studies of interest to people outside the project, as captured in 
reports, articles, and logs; (3) benchmark performance results from the test-bed systems that are of interest outside 
the project; (4) Web displays, course materials, reports and captured experience which form the educational compo-
nent; and (5) reports and results from at least two applications outside BTeV of the system along with the records 
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and results of the applications workshops. The high level milestones of the project are given in Table 2. The results 
of this work will be made available to the public through publications in journals, articles, and lectures. Public Web 
pages will present many aspects of the work. Educational materials will be available from the Fermilab Education 
Office and the QuarkNet program and through university groups. Software and documentation will be available 
from the FermiTools public distribution66 and the university groups. 

Table 2: Preliminary Project Milestones 

Funding  Year Design Environment Milestone Run time System Milestone 
FY1Q1/2 Modeling language and env (preliminary) 

Specify Interface to Run time env. 
Design of overall runtime system hier-
archy (ARMOR + VLAs) 

FY1Q3/4 Synthesis of operations and Fault managers 
DSP and LINUX Synthesis  

Design and implementation of VLA  & 
ARMOR prototypes 

FY2Q1/2 Modeling language and env  
Design space (preliminary) 

Communication structure between 
VLAs and the levels above 

FY2Q3/4 Synthesis of performance simulator  
Synthesis of all operations mgrs (final) 
Hardware synthesis  

Detection and recovery in Layer 1 of 
ARMOR. Study Dynamic load-
balancing (DL) 

FY3Q1/2 Modeling language and env (final) 
Design space 

Detection and recovery in Layer 2 of 
ARMOR; Study DL. 

FY3Q3/4 Synthesis to Diagnosability tool 
Synthesis to performance simulator (final) 

Detection and recovery in Layer 3 of 
ARMOR; Study DL. 

FY4Q1/2 Design space (final) Full scale Runtime Environment test 
FY4Q3/4 Synthesis to Reliability tool 

Synthesis to Diagnosability tool (final) 
Large scale evaluation on BTeV hard-
ware and revision  

FY5Q1/2 Synthesis to Reliability tool (final) Final evaluation on BTeV hardware 
 
7. Conclusion 

Many real-time embedded systems applications require high computational performance and high availability. 
High Energy Physics is only one of many disciplines that must collect and analyze huge amounts of data in real 
time, and must continue operating under fault conditions. The following statement was taken from the President�s 
Information Technology Advisory Committee Report (PITAC)67: 

�The Nation needs robust systems, but the software our systems depend on is often fragile. Software fragil-
ity is its tendency not to work properly � or at all. Fragility is manifested as unreliability, lack of security, 
performance lapses, errors, and difficulty in upgrading.  Examples can be found everywhere, from our huge 
information systems for air-traffic control to the personal computers on our desks, from the Pentagon to the 
Internal Revenue Service (IRS).� 

This research proposes to develop new technologies for creating software for real-time embedded computer systems 
that must exhibit ultra high performance, must be highly available, and must be maintained and evolved easily over 
the system life-cycle.  The results of the research will be a powerful software system that will support the BTeV ex-
periment, as well as new engineering methodologies for developing software for large-scale embedded computer 
systems.  These results could easily be applied to other such applications, including those referred to by PITAC.  
This research addresses the unreliability, performance lapses, errors, and difficulty of upgrading mentioned there. 

This project will bring together a team of experts to develop new embedded systems technologies, which can be 
made available to a much wider range of applications and researchers. The team will prove the technologies by de-
ploying them in support of the very demanding BTeV trigger and data acquisition system.  By collaborating with an 
ongoing effort in experimental particle physics, the team will have access to a large-scale system for testing without 
needing to acquire all the hardware independently. Members of the team, which come from universities in the US 
and from Fermilab, are experienced in the development of this kind of software and will, through the support ob-
tained from this project, make a breakthrough in software for embedded real time systems while at the same time 
advancing the investigation of a question of major significance in physics. 
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